Why is the validation accuracy typically lower? To understand this consider this example of a
simple linear classifier.

In the image below the light blue points are training points and red are validation. When | train
the classifier it uses the light blue to determine the boundary and not the red ones. We can see
that the light blue misclassifies two validation points.

If I included the validation (red) into my training then | would get the red line as the classifer
boundary.



